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Dear Editor,
As healthcare professionals and educators, we have seen 
compassion as the backbone of quality of care. We vividly 
remember moments at patients’ bedsides, where a gentle 
touch or a few calm words carried more weight than 
any medical treatment. These experiences remind us 
that healing is rooted in human connections as much as 
clinical skill.

Compassion is a fundamental principle of healthcare, 
emphasized in ethical codes, care standards, and policy 
documents. It plays a unique role in delivering high-
quality treatment and serves as the foundation of 
human interactions in nursing.1 Crawford et al define 
compassion as sensitivity to others’ suffering, prompting 
verbal, non-verbal, or physical responses that help ease 
suffering.2 Zamanzadeh et al describe compassionate care 
as empathetic connection and active efforts to address 
patient concerns.3

Holistic human connection, marked by attention to 
details and emotions and supportive care, is integral to 
positive healthcare experiences. The rise of advanced 
technologies such as artificial intelligence (AI) has 
increased concerns about whether human aspects of care 
might be replaced.4 Today, AI can analyze huge amounts 
of data in real time, assisting in disease identification, 
early diagnosis, and personalized treatment planning, 
and facilitating clinical decision-making.5 Advancements 
in AI have enhanced healthcare efficiency and accuracy. 
In nursing, AI can automate repetitive time-consuming 
tasks, such as recording patient data. As a result, it can 
help solve the problem of nursing shortages.6 Additionally, 
AI supports clinical practice by automating routine tasks 
and providing decision-support tools for healthcare 

providers.5,6 However, in dynamic and complex human 
interactions, AI faces considerable limitations due to its 
inability to establish emotional connections, comprehend 
feelings, and provide the human touch essential for 
empathy and compassionate care.4,6

AI has increasingly, and sometimes uncontrollably, 
infiltrated various aspects of our lives, particularly in 
medical sciences.7 Despite its advantages, AI presents 
critical challenges and limitations for healthcare systems 
and nursing care. A critical issue is AI’s inability to 
comprehend and express human emotions or provide 
compassionate care to patients.8 We tested AI systems by 
asking about emotions and their typical responses indicated 
that “As an artificial intelligence, I do not experience human 
emotions like love, fear, or affection. However, I can discuss 
these emotions or help you understand them better.” While 
technically accurate, these responses feel emotionally 
hollow, underscoring the limitations of AI in replicating 
authentic emotional resonance that human caregivers 
bring to their roles. Even as AI continues to evolve, it 
lacks lived experiences, moral intuition, and empathetic 
depth - important components of human-to-human 
connection and compassionate care. While AI may 
support clinical decision-making and promote efficiency, 
it should not and cannot replace the relational essence at 
the heart of nursing. 

AI’s fundamental deficiencies in emotional intelligence, 
empathy, and the ability to form meaningful human 
connections raises an important question: How can 
compassionate care be preserved while integrating AI 
into healthcare?

AI uses algorithms to analyze data but often overlooks 
individuals’ emotional needs.8 Compassion, a core aspect 
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of nursing, cannot be fully addressed by these algorithms. 
While AI has significantly enhanced healthcare efficiency, 
its inherent “black box” nature, where reasoning behind 
decisions remains opaque5 presents challenges. Many 
AI algorithms lack transparency in their decision-
making processes, which, combined with risks stemming 
from imbalanced training data, can lead to bias and 
underrepresentation of certain patient groups.9 AI 
systems are only as good as the data they are trained on. 
In our experience, AI also tends to overrepresent data, 
often presenting incorrect or misleading information in a 
way that sounds confident, polished, and convincing. This 
limitation points to the importance of critical thinking 
when evaluating AI data, especially in healthcare where 
accuracy is essential. These issues may undermine trust in 
AI-driven healthcare solutions. Patient trust in healthcare 
systems relies on human interactions, transparent 
decision-making, and personalized care. While AI excels 
in precise data analysis, it cannot replace these essential 
aspects of care. Dissatisfaction and skepticism is especially 
likely in situations that require empathy and emotional 
understanding.8 Therefore, there is a growing need for 
greater oversight and transparency in how AI is developed 
and applied in healthcare so human aspects of care 
remain central.

To ensure ethical deployment of AI in healthcare, several 
policy frameworks and governance models emphasize 
human-centered care principles. For instance, the European 
Commission10 outlines seven recommendations, including 
human agency and oversight, technical robustness 
and safety, privacy and data governance, transparency, 
diversity and non-discrimination, environmental well-
being, and accountability. These principles can guide 
AI deployment in a way that upholds dignity, trust, 
and empathy in clinical contexts.10 Similarly, the World 
Health Organization (WHO) endorses AI principles that 
prioritize human well-being and protect equity. In their 
2023 report, WHO stresses that AI systems must be used to 
enhance, not replace, the relational aspects of healthcare.11 
It also calls for governments and healthcare institutions 
to establish interdisciplinary ethics committees to protect 
patient safety, ensure informed consent, and maintain 
transparency. Several healthcare systems are adopting AI-
specific ethical frameworks. For example, the UK’s NHS 
AI Lab issued policies to embed compassion and patient 
voice into AI development through participatory design 
and inclusive testing. These frameworks signal a growing 
global commitment to ethical alignment of AI with core 
values of compassionate, human-centered care.

Therefore, we recommend using AI as a complement 
to, not a replacement for, human caregiving. Combining 
AI’s analytical strengths with nurses’ compassion can 
enhance quality of patient care.6 For instance, AI can 
help train healthcare personnel in compassionate 
care through co-designing educational scenarios and 
simulations.12 Additionally, AI-powered chatbots like 

Woebot, may offer continuous empathy and mental 
healthcare support to users navigating mental distress, 
including outside traditional clinical hours.13 Similarly, 
robotic companions like Paro, used in geriatric care, 
reduce loneliness, and promote social interaction, key 
components of compassionate care.14,15 These examples 
illustrate how thoughtfully implemented AI can augment 
human caregiving, supporting human-AI collaboration in 
compassionate healthcare.16

Another promising use of AI lies in its potential to 
strengthen healthcare professionals’ emotional resilience. 
AI-based training environments are increasingly used to 
enhance both clinical and emotional competence. For 
example, immersive virtual reality enables healthcare 
workers to experience care from the patient’s perspective, 
fostering emotional awareness and reducing empathy 
fatigue through reflective practice and cognitive empathy.17

Furthermore, AI-powered virtual patients and 
conversational avatars offer healthcare trainees the 
opportunity to repeatedly practice emotionally charged 
encounters, such as delivering bad news or responding 
to patient distress. These tools help build compassionate 
responses and provide instant feedback, allowing 
professionals to fine-tune their tone, language, and body 
language without fear of judgment.12 These safe, adaptive, 
and engaging environments help bridge critical gaps in 
preparedness.

Compassionate human care goes beyond merely 
providing medical and nursing services; it involves 
establishing meaningful connections and deeply 
understanding patients’ needs. Despite its advanced 
capabilities, AI cannot fully replace these essential human 
aspects. Thus, AI integration must be approached with 
caution, ensuring adequate evaluation and training. This 
way, AI can serve as a tool to enhance the quality of care 
rather than a potential threat. 

As technologies like emotion-aware AI, sentiment 
analysis, and affective computing advance, their potential 
to support emotionally intelligent systems grows rapidly. 
These innovations aim to detect, interpret, and respond 
to subtle human emotional cues, creating new possibilities 
for digitally mediated empathy in clinical interactions.18 
Importantly, studies indicate that patients generally 
welcome AI-integration when they are transparently 
presented and used to enhance rather than replace human 
caregiving. Patients particularly value AI for its potential 
to increase access, reduce errors, and assist in monitoring, 
while still expecting human presence in emotionally 
sensitive moments.16 This observation highlights the need 
for a collaborative human-AI approach, designed with 
patient-centered values at its core.

In light of these concerns, several practical strategies 
should be considered to ensure the ethical and effective 
integration of AI in healthcare. Interdisciplinary training 
programs can prepare healthcare professionals to work 
collaboratively with AI tools, while preserving core values 
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of empathy and patient-centeredness. Regulatory bodies 
and hospitals should adopt clear guidelines that prioritize 
compassionate outcomes when implementing AI-driven 
systems. Ongoing feedback from patients and frontline 
healthcare workers must also be integrated into the design 
and evaluation of AI technologies to ensure alignment 
with real-world human needs. These steps can help 
operationalize the complementary role of AI in ways that 
reinforce rather than undermine human-centered care.

Looking ahead, further efforts are needed to deepen 
our understanding of how AI can ethically and effectively 
support compassionate care. Future research should 
investigate long-term emotional impacts of AI-assisted 
care on both patients and providers, and assess how 
technologies like affective computing can be designed 
to better simulate emotional responsiveness. Given AI’s 
rapid evolution, studies must include clear descriptions 
of specific technologies, their functionality, and usability. 
On the policy level, healthcare systems should prioritize 
inclusive governance frameworks that allow patients, 
clinicians, and ethicists to collaboratively shape AI 
development. Finally, pilot programs integrating AI into 
compassionate care training could provide practical 
evidence on best practices. These directions will be key 
to ensuring that AI not only enhances efficiency but also 
reinforces human values at the heart of healthcare.

Authors’ Contribution
Conceptualization: Mansour Ghafourifard, Mostafa Ghasempour,  
Majid Purabdollah, Laura A. Killam.
Investigation: Mansour Ghafourifard, Mostafa Ghasempour.
Methodology: Mansour Ghafourifard, Mostafa Ghasempour.
Project administration: Mansour Ghafourifard, Mostafa 
Ghasempour.
Supervision: Mansour Ghafourifard, Mostafa Ghasempour.
Validation: Mansour Ghafourifard, Mostafa Ghasempour, Majid 
Purabdollah, Laura A. Killam.
Writing – original draft: Mansour Ghafourifard, Mostafa 
Ghasempour, Majid Purabdollah, Laura A. Killam.
Writing – review & editing: Mansour Ghafourifard, Mostafa 
Ghasempour, Majid Purabdollah, Laura A. Killam.

Competing Interests
None declared.

Data Availability Statement 
Not applicable.

Ethical Approval
Not applicable.

Funding
Nil.

References
1.	 Malenfant S, Jaggi P, Hayden KA, Sinclair S. Compassion in 

healthcare: an updated scoping review of the literature. BMC 
Palliat Care. 2022; 21(1): 80. doi: 10.1186/s12904-022-
00942-3

2.	 Crawford P, Brown B, Kvangarsnes M, Gilbert P. The design of 
compassionate care. J Clin Nurs. 2014; 23(23-24): 3589-99. 
doi: 10.1111/jocn.12632

3.	 Zamanzadeh V, Valizadeh L, Rahmani A, Ghafourifard M. 
Compassionate care in nursing: a hybrid concept analysis. 
Hayat. 2017; 22(4): 362-80. [Persian].

4.	 Akingbola A, Adeleke O, Idris A, Adewole O, Adegbesan A. 
Artificial intelligence and the dehumanization of patient care. 
J Med Surg Public Health. 2024; 3: 100138. doi: 10.1016/j.
glmedi.2024.100138

5.	 Liu PR, Lu L, Zhang JY, Huo TT, Liu SX, Ye ZW. Application of 
artificial intelligence in medicine: an overview. Curr Med Sci. 
2021; 41(6): 1105-15. doi: 10.1007/s11596-021-2474-3

6.	 Mohanasundari SK, Kalpana M, Madhusudhan U, 
Vasanthkumar K, B R, Singh R, et al. Can artificial intelligence 
replace the unique nursing role? Cureus. 2023; 15(12): 
e51150. doi: 10.7759/cureus.51150

7.	 Jiang L, Wu Z, Xu X, Zhan Y, Jin X, Wang L, et al. Opportunities 
and challenges of artificial intelligence in the medical field: 
current application, emerging problems, and problem-solving 
strategies. J Int Med Res. 2021; 49(3): 3000605211000157. 
doi: 10.1177/03000605211000157

8.	 Kerasidou A. Artificial intelligence and the ongoing need 
for empathy, compassion and trust in healthcare. Bull 
World Health Organ. 2020; 98(4): 245-50. doi: 10.2471/
blt.19.237198

9.	 Huang T, Xu H, Wang H, Huang H, Xu Y, Li B, et al. 
Artificial intelligence for medicine: progress, challenges, and 
perspectives. Innov Med. 2023; 1(2): 100030. doi: 10.59717/j.
xinn-med.2023.100030

10.	 Smuha NA. The EU approach to ethics guidelines for 
trustworthy artificial intelligence. Comput Law Rev Int. 2019; 
20(4): 97-106. doi: 10.9785/cri-2019-200402

11.	 World Health Organization (WHO). Regulatory Considerations 
on Artificial Intelligence for Health. Geneva: WHO; 
2023. Available from: https://www.who.int/publications/i/
item/9789240078871. Accessed June 6, 2025.

12.	 Rizvi YS, Zaheer S. Training healthcare professionals in artificial 
intelligence augmented services. Industry. 2022; 4: 117-34.

13.	 Fitzpatrick KK, Darcy A, Vierhile M. Delivering cognitive 
behavior therapy to young adults with symptoms of depression 
and anxiety using a fully automated conversational agent 
(Woebot): a randomized controlled trial. JMIR Ment Health. 
2017; 4(2): e19. doi: 10.2196/mental.7785

14.	 Wada K, Shibata T. Living with seal robots—its 
sociopsychological and physiological influences on the 
elderly at a care house. IEEE Trans Robot. 2007; 23(5): 972-80. 
doi: 10.1109/tro.2007.906261

15.	 Petersen S, Houston S, Qin H, Tague C, Studley J. The 
utilization of robotic pets in dementia care. J Alzheimers Dis. 
2017; 55(2): 569-74. doi: 10.3233/jad-160703

16.	 Morrow E, Zidaru T, Ross F, Mason C, Patel KD, Ream M, 
et al. Artificial intelligence technologies and compassion in 
healthcare: a systematic scoping review. Front Psychol. 2022; 
13: 971044. doi: 10.3389/fpsyg.2022.971044

17.	 Cho MK, Kim MY. Effectiveness of simulation-based 
interventions on empathy enhancement among nursing 
students: a systematic literature review and meta-analysis. 
BMC Nurs. 2024; 23(1): 319. doi: 10.1186/s12912-024-
01944-7

18.	 Karyotis C, Doctor F, Iqbal R, James A. Affect aware ambient 
intelligence: current and future directions. In: State of the Art in 
AI Applied to Ambient Intelligence. IOS Press; 2017. p. 48-67.

https://doi.org/10.1186/s12904-022-00942-3
https://doi.org/10.1186/s12904-022-00942-3
https://doi.org/10.1111/jocn.12632
https://doi.org/10.1016/j.glmedi.2024.100138
https://doi.org/10.1016/j.glmedi.2024.100138
https://doi.org/10.1007/s11596-021-2474-3
https://doi.org/10.7759/cureus.51150
https://doi.org/10.1177/03000605211000157
https://doi.org/10.59717/j.xinn-med.2023.100030
https://doi.org/10.59717/j.xinn-med.2023.100030
https://doi.org/10.9785/cri-2019-200402
https://www.who.int/publications/i/item/9789240078871
https://www.who.int/publications/i/item/9789240078871
https://doi.org/10.2196/mental.7785
https://doi.org/10.1109/tro.2007.906261
https://doi.org/10.3233/jad-160703
https://doi.org/10.3389/fpsyg.2022.971044
https://doi.org/10.1186/s12912-024-01944-7
https://doi.org/10.1186/s12912-024-01944-7

